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1. SCHUR POLYNOMIALS

— REFERENCES. Most of results can be found in

[23] I. G. Macdonald. Symmetric functions and Hall Polyno-
mials, second version. Chapter I.

[6] W. Fulton. Young Tableaux: With Applications to Repre-
sentation Theory and Geometry.

— ASSUMPTION.

1.1. Root system. Our definition will be given for a finite re-
duced root system. We take Λ to be the weight lattice, or any
sub-lattice containing root lattice Q. In this note, a polynomial
is an element of group ring

Q[Λ] =
⊕
λ∈Λ

Q · eλ.

It is isomorphic to a Laurent polynomial ring after picking a ba-
sis of Λ.

1.2. Type A. After presenting the type-free definition, we will
soon specialize to type A. However, type A is a little bit special.
We prefer the theory for group G = GLn, while root system only
tells SLn. For GLn, we can take

Λ = Ze1 ⊕ · · · ⊕ Zen.

So
Q[Λ] = Q[x±1

1 , . . . , x±1
n ].

So we have a natural lifting by homogenization.

1.3. Symmetric functions. Usually, the symmetric polynomial
is defined for a dominant weight. In type A, a weight

λ1e1 + · · ·+ λnen ∈ Λ
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to be dominant means

λ1 ≥ λ2 ≥ · · · ≥ λn.

When λn ≥ 0, our polynomials are all honest polynomials of
degree |λ| = λ1 + · · ·+ λn, i.e. in

Q[x1, . . . , xn].

It turns out all of our symmetric polynomials admit a limit

Λ = lim←−
n→∞Q[x1, . . . , xn].

Note that this is a projective limit, so we call an element of it by
a symmetric function.

— TYPE-FREE DEFINITION.

1.4. Definition. For a dominant weight λ, we define the Weyl
character as

χλ =
∑
w∈W

w

(
eλ
∏
α>0

1

1− e−α

)
.

Recall that ρ = 1
2

∑
α>0 α. Note that∏

α>0

(eα/2 − e−α/2)

is anti-symmetric, we can write

χλ =

∑
w∈W(−1)ℓ(w)ew(λ+ρ)∏
α>0(e

α/2 − e−α/2)
.

1.5. Lemma. The rational function χλ is actually a polynomial.
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Proof. Let

∆ =
∏
α>0

(eα/2 − e−α/2).

Note that

Q[Λ]Sn-alt = Q[Λ]Sn · ∆.

The inclusion “⊇” is trivial. The inclusion “⊆” follows from the
fact that

sαf = −f =⇒ (1− eα) | f. □

1.6. Weyl denominator formula. We have χ0 = 1. That is,∏
α>0

(eα/2 − e−α/2) =
∑
w∈W

(−1)ℓ(w)ewρ.

Proof. We know RHS/LHS is a polynomial. But comparing the
support of LHS and RHS, the quotient can only be a constant. It
is not hard to see this constant is 1. □

1.7. Remark. If we set

aλ =
∑
w∈W

(−1)ℓ(w)eλ.

Then we can rewrite the definition

χλ = aλ+ρ/aρ.

1.8. Lemma. We have

χλ = mλ +
∑

µ<domλ

Z ·mµ.
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Proof. We can expand each term

ewλ
∏
α>0

1

1− e−wα
= ewλ

∏
α>0


1

1− e−wα
, wα > 0

−ewα

1− ewα
, wα < 0

in the Laurent series ring Q((e−α))α>0. We see immediately that

χλ = eλ +
∑

µ<domλ

Z · eµ.

Since χλ is symmetric, this implies the assertion. □

1.9. Corollary. The Weyl character χλ forms a basis of symmet-
ric polynomials.

1.10. Example. Here is an example in SL3.

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 1

1 2 3 3 3 3 3 3 3 3 3 3 3 3 3 2 1

1 2 3 4 4 4 4 4 4 4 4 4 4 4 4 3 2 1

1 2 3 4 5 5 5 5 5 5 5 5 5 5 5 4 3 2 1

1 2 3 4 5 6 6 6 6 6 6 6 6 6 6 5 4 3 2 1

1 2 3 4 5 6 7 7 7 7 7 7 7 7 7 6 5 4 3 2 1

1 2 3 4 5 6 7 8 8 8 8 8 8 8 8 7 6 5 4 3 2 1

1 2 3 4 5 6 7 8 8 8 8 8 8 8 7 6 5 4 3 2 1

1 2 3 4 5 6 7 8 8 8 8 8 8 7 6 5 4 3 2 1

1 2 3 4 5 6 7 8 8 8 8 8 7 6 5 4 3 2 1

1 2 3 4 5 6 7 8 8 8 8 7 6 5 4 3 2 1

1 2 3 4 5 6 7 8 8 8 7 6 5 4 3 2 1

1 2 3 4 5 6 7 8 8 7 6 5 4 3 2 1

1 2 3 4 5 6 7 8 7 6 5 4 3 2 1

1 2 3 4 5 6 7 7 6 5 4 3 2 1

1 2 3 4 5 6 6 6 5 4 3 2 1

1 2 3 4 5 5 5 5 4 3 2 1

1 2 3 4 4 4 4 4 3 2 1

1 2 3 3 3 3 3 3 2 1

1 2 2 2 2 2 2 2 1

1 1 1 1 1 1 1 1
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1.11. Example. If a weight λ such that no dominant weight <
λ, then

sλ = mλ.

Such weight λ is said to be minuscule. Only a fundamental
weight can be minuscule. In type A all fundamental weights
are minuscule.

— TYPE-A. Let us restrict to type A. In this case, Weyl charac-
ters are called the Schur polynomials.

1.12. Definition. For a partition λ, the Schur polynomial is

sλ =
∑
w∈Sn

w

(
xλ
∏

1≤i<j≤n

1

1− xj/xi

)
.

Similar as above, we can write

sλ =
∑
w∈Sn

w

(
xλ+δ

∏
1≤i<j≤n

1

xi − xj

)
=

∑
w∈Sn(−1)ℓ(w)xw(λ+δ)∏

1≤i<j≤n(xi − xj)

where δ = (n− 1, . . . , 1, 0). Note that, δ ̸= ρ but

δ ≡ ρ mod e1 + · · ·+ en.

1.13. Remark. By a similar approach, we can show that sλ is
actually an honest polynomial, i.e. no negative power.

1.14. Determinant. We can also write the definition as a deter-
minant. Say,∑

w∈Sn

(−1)ℓ(w)xw(λ+δ) = det(x
λj+n−j

i )1≤i,j≤n.
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For example,

s(2,1,0) =

∣∣∣∣∣∣
x41 x42 x43
x21 x22 x23
1 1 1

∣∣∣∣∣∣
(x1 − x2)(x1 − x3)(x2 − x3)

=
x21x2 + x21x3 + x22x3

+x1x
2
2 + x1x

2
3 + x2x

2
3

+2x1x2x3

In particular, the analogy of Weyl denominator formula gives
the Vandermonde determinant.

1.15. Example. We have

s(1k,0n−k) = m(1k,0n−k) = ek :=
∑

1≤i1<···<ik≤n

xi1 · · · xik .

The elementary symmetric polynomial.

1.16. Example. We have

s(k,0n−1) = hk :=
∑

1≤i1≤···≤ik≤n

xi1 · · · xik .

The homogeneous symmetric polynomial.

1.17. Symmetric functions. It is not hard to check

sλ(x1, . . . , xk) = sλ(x1, . . . , xk, 0).

So sλ can be upgraded to a symmetric function. Moreover, we
have

ker
[
Λ→ Q[x1, . . . , xn]

Sn
]
= span(sλ : λn+1 ̸= 0).

1.18. Example. Here is a SageMath script for computing Schur
functions

Sym = SymmetricFunctions(QQ)

m = Sym.monomial(); p = Sym.power()

h = Sym.homogeneous(); e = Sym.elementary();

s = Sym.Schur()

print( s([2,1,1]).expand(3) )
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print( e(s([2,1,1])) )

See the documentation.

— KEY POLYNOMIALS. Let us define the non-symmetric ver-
sion of Weyl character.

1.19. Demazure operator. Let us define the Demazure opera-
tor for a polynomial f

πi =
1

1− e−αi
(id− e−αisi) = (1+ si) ◦

1

1− e−α
.

That is,

πi(f) =
f− e−αisi(f)

1− e−αi
.

In type A, it is written as

πi =
1

xi − xi+1

(xi ◦ id− xi+1 ◦ si).

It is not hard to check πi sends polynomial to polynomials.

1.20. Example. Let us compute the SL2-case. For λ dominant,

e−λ e−λ+α · · · eλ−α eλ

0 0 · · · 0 1
1 0 · · · 0 0

T7−→ e−λ e−λ+α · · · eλ−α eλ

1 1 · · · 1 1
0 −1 · · · −1 0

We have

π(eλ + esiλ) = eλ + esiλ.

In general,

sif = f⇒ T(f) = tf.

https://doc.sagemath.org/html/en/reference/combinat/sage/combinat/sf/sfa.html
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1.21. Theorem. The Demazure operator satisfies

π2
i = πi (quadratic relations)

πiπj · · ·︸ ︷︷ ︸
mij

= πjπi · · ·︸ ︷︷ ︸
mij

(i ̸= j) (braid relations)

From the braid relation, it is well-defined to write

πw = πi1 · · ·πiℓ , w = si1 · · · siℓ (reduced).

1.22. Example.
0 0 0 1

0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0

0 0 0 0

0 0 0

0 0 0 1

0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0

0 0 0 0

0 0 0

0 0 0 1

0 0 0 0 1

0 0 0 0 0 1

0 0 0 0 0

0 0 0 0

0 0 0

id π1 π2
1 1 1 1

0 1 1 1 1

0 0 1 1 1 1

0 0 1 1 1

0 0 1 1

0 0 1

1 1 1 1

1 1 1 1 1

1 1 1 1 1 1

0 0 0 0 0

0 0 0 0

0 0 0

1 1 1 1

1 2 2 2 1

1 2 3 3 2 1

1 2 3 2 1

1 2 2 1

1 1 1

π2π1 π1π2 π1π2π1 = π2π1π2

1.23. Proposition. Let w0 be the maximal element in W. We
have

πw0
(f) =

∑
w∈W

w

(
f
∏
α>0

1

1− e−α

)
.

Proof. As an operator, πw0
must be of the form

πw0
=
∑
w∈W

w ◦ aw, aw ∈ Q(Λ).

We need to show

aw =
∏
α>0

1

1− e−α
.
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Let us write

πw0
= πi1 · · ·πiℓ , w0 = si1 · · · siℓ .

Firstly, the coefficient of w0 can only be contributed by si ◦ 1
1−eαi

in each πi. So

si1 ◦
1

1− e−αi1
· · · siℓ ◦

1

1− e−αiℓ
= w0 ◦ aw0

.

So

aw0
=

1

1− e−siℓ ···si2αi1
· · · 1

1− e−αiℓ
=
∏
α>0

1

1− e−α
.

Since w0 = si(siw0) is reduced, we have

πiπw0
= πiπiπsiw0

= πiπsiw0
= πw0

.

This implies si ◦ πw0
= πw0

for all i ∈ I. Then wπw0
= πw0

. This
implies aw = aw0

. □

1.24. Demazure character. For a weight λ = wλ+ for a domi-
nant weight λ+ and w ∈ W, the Demazure character is

κλ = πw(e
λ+).

That is,

λ dominant⇒ κλ = eλ, πiκλ =

{
κsiλ, siλ ≤dom λ,

κλ, siλ ≥dom λ.

In particular, for dominant λ,

κw0λ = χλ.

1.25. Example. In type A, this is called the key polynomial.
Here is the code for computing them.

k = KeyPolynomials(QQ)

k([4,3,2,1]).expand()

See the documentation.

https://doc.sagemath.org/html/en/reference/combinat/sage/combinat/key_polynomial.html
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— SCHUBERT POLYNOMIALS. There is another non-symmetric
version of Schur polynomials called Schubert polynomials. But
this is only for type A.

1.26. Demazure operator. Let us define the BGG Demazure
operator for a polynomial f

∂i =
1

xi − xi+1

(id− si) = (1+ si) ◦
1

xi − xi+1

.

That is,

∂i(f) =
f− si(f)

xi − xi+1

.

1.27. Example. We have

∂1(x
a
1) = xa−1

1 + xa−2
1 x2 + · · ·+ x1x

a−2
2 + xa−1

2

∂1(x
a
2) = −∂1(x

a
1).

1.28. Remark. The BGG operators can be defined for general
types, but we should work in the polynomial ring

Sym(ΛC) = symmetric algebra of Λ⊗ C.

The BGG operator is defined to be

∂i =
1

αi

◦ (1− si) = (1+ si) ◦
1

αi

.

1.29. Theorem. The BGG Demazure operator satisfies

∂2
i = ∂i (quadratic relations)

∂i∂j · · ·︸ ︷︷ ︸
mij

= ∂j∂i · · ·︸ ︷︷ ︸
mij

(i ̸= j) (braid relations)

From the braid relation, it is well-defined to write

∂w = ∂i1 · · ·∂iℓ , w = si1 · · · siℓ (reduced).
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1.30. Proposition. We have

∂w0
(f) =

∑
w∈Sn

w

(
f
∏

1≤i<j≤n

1

xi − xj

)
.

In particular,

sλ = ∂(xλ+ρ).

1.31. Schubert polynomials. For a permutation w ∈ Sn, we
define the Schubert polynomial

Sw = ∂w−1w0
(xδ).

Recall that δ = (n− 1, · · · , 1, 0). That is,

Sw0λ = xδ, ∂iSw =

{
Swsi , siw < w,

0, siw > w.

In particular, Sid = 1.

1.32. Example. When n = 3, we have

S321 = Sw0
= x21x2 S213 = Ss1 = x1

S231 = Ss1s2 = x1x2 S132 = Ss2 = x1 + x2

S312 = Ss2s1 = x21 S123 = Sid = 1.

1.33. Example. We can represent a reduced word of w0 by a
staircase. For example when n = 5,

w0 = (s4s3s2s1)(s4s3s2)(s4s3)s4

read↗
s1 s2 s3 s4
s2 s3 s4
s3 s4
s4



BEHIND COMBINATORICS 13

Let me give some example.

s1 s2 s3 s4
s2 s3 s4
s3 s4
s4

x41x
3
2x

2
3x4

∂2−→
s1 s2 s3 s4
s2 s3
s3 s4
s4

x41x
2
2x

2
3x4

∂3−→
s1 s2 s3 s4
s2 s3
s3
s4

x41x
2
2x3x4

∂2−→
s1 s2 s3 s4
s2
s3
s4

x41x2x3x4

Note that we can do this kind of computation if the i-th row
has exactly one more box than the (i+1)-th row. Actually, all the
monomial Schubert polynomial is obtained in this way.

1.34. Stability. The Schubert polynomial does not depend on
n, i.e. Sw is defined for w ∈ S∞ =

⋃
n≥0 Sn.

Sketch. We only need to show for the maximal element w(n−1)
0 ∈

Sn−1 ⊂ Sn, we have

S
w

(n−1)
0

= xn−2
1 · · · x2n−3xn−2. □

The proof goes like this

∂1−→ ∂2−→ −→ · · · −→
1.35. Grassmannian permutation. Let λ be a partition of length
n. Let us define the Grassmannian permutation wλ ∈ S∞ such
that

wλ(1) < · · · < wλ(n), wλ(n+ 1) < wλ(n+ 2) < · · ·

with
{wλ(i)}

n
i=1 = {λi + n− i}ni=1.

That is,
(wλ(1), . . . , wλ(k)) = sort(λ+ δ).



14 RUI XIONG

For instance

1

2

2

4

3

7

4

1

5

3

6

5

7

6

8

8

1.36. Theorem. Under the assumption above, we have

Swλ
= sλ(x1, . . . , xn).

Sketch. Let vvvλ ∈ S∞ be the permutation such that

vvvλ(1) > · · · > vvvλ(n), vvvλ(n+ 1) < vvvλ(n+ 2) < · · ·
with

{vvvλ(i)}
n
i=1 = {λi + n− i}ni=1.

Then
wλ = vvvλw0, ℓ(wλ) = ℓ(vvvλ) − ℓ(w0).

Moreover, we have Svvvλ = xλ+δ. So by definition Swλ
= sλ(x1, . . . , xn).

For example,

3

2

2

4

1

7

4

1

5

3

6

5

7

6

8

8

→ → → →
□
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1.37. Example. The following is the SageMath code for Schu-
bert polynomials.

X = SchubertPolynomialRing(QQ)

X([4,2,3,5,1]).expand()

See the documentation.

https://doc.sagemath.org/html/en/reference/combinat/sage/combinat/schubert_polynomial.html
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2. BACKGROUND AND APPLICATIONS

— REPRESENTATION OF LIE ALGEBRAS. [6, Part II]

2.1. Semisimple Lie algebra. Given a root system, we have an
associated semisimple Lie algebra

g = h⊕
⊕
root α

gα

where h is the Cartan subalgebra, the Lie algebra of the maximal
torus. We denote the standard Chevalley generators by

hi, ei, fi i ∈ I.

2.2. Example. Consider g = sln. Then

h = diagonal matrices, gei−ej = CEij.

We have

hi = Eii − Ei+1,i+2, ei = Ei,i+1, fi = Ei+1,i.

For example, when n = 3

e1 =

0 1
0

0

 f1 =

01 0
0


e2 =

0 0 1
0

 f2 =

0 0
1 0


We have a similar decomposition for gln.

2.3. Representation. Any finite-dimensional irreducible repre-
sentation V of g decompose into weight spaces

V =
⊕
λ∈P

Vλ, Vλ =
{
v ∈ V : h · v = ⟨λ, h⟩v for all h ∈ h

}
.
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We define the character of V to be

χ(V) =
∑
λ∈Λ

eλ dimVλ ∈ Z[Λ].

2.4. Classification. The irreducible representations of g are clas-
sified by dominant weights. Let L(λ) denote the module of high-
est weight λ.

2.5. Remark. For a semi-simple Lie algebra g,

finite-dim’l
reps of g =

finite-dim’l
algebraic reps of Gsc =

finite-dim’l
reps of Ksc

where Gsc is a simply-connected algebraic group with Lie alge-
bra g and Ksc a compact group with Lie algebra complexified to
g. For example,

g = sln, Gsc = SLn, Ksc = SU(n).

But for gln, we only have

finite-dim’l
reps of gln

⊇ finite-dim’l
algebraic reps of GLn

=
finite-dim’l

reps of U(n)

2.6. Example. Let ϖ be the fundamental weight of SL2. Here
are the representations L(0ϖ), L(ϖ), L(2ϖ).

trivial natural adjoint

1

0

��
0 88 0ff

[
1
0

] 1 **

−1

�� [
0
1

]
1

jj

1

��

-f
2 **

−2

��
-h
2

1

jj
1
((

0

��

e
2

jj

2

��

x ∈ sl2 acts
on C by 0

x ∈ sl2 acts on
C2 as a matrix

x ∈ sl2 acts on
sl2 itself by [x, ·]

We remark that under the isomorphism sl2 ≃ so3, the adjoint
representation becomes the natural representation of so3.
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2.7. Example. We have an sln-representation on

ΛkCn =
⊕

1≤a1<···<ak≤n

Cua, ua = ea1
∧ · · ·∧ eak

.

We will only draw the action of fi. For example, when k = 2 and
n = 5, we can illustrate

u15

f1

��

u14

f4oo

f1

��

u13

f3oo

f1

��

u12

f2oo

u25

f2

��

u24

f4oo

f2

��

u23

f3oo

u35

f3

��

u34

f4oo

u45

We have

L(ϖk) = ΛkCn, χ(L(ϖk)) =
∑

1≤a1<···<ak≤n

xa1
· · · xak

.

2.8. Example. We have a sln-representation on

SkCn = C[x1, . . . , xn]deg=k =
⊕

1≤a1≤···≤ak≤n

Cxa1
· · · xak

.

The action can be given by a very similar formula

h =

n∑
i=1

hixi
∂

∂xi
, ei = xi

∂

∂xi+1

, fi = xi+1

∂

∂xi
.
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For example, when k = 2 and n = 5, we can illustrate (we ignore
scalars)

x21

f1

��
x22

f2

��

x1x2

f2

��

f1oo

x23

f3

��

x2x3

f3

��

f2oo x1x3

f3

��

f1oo

x24

f4

��

x3x4

f4

��

f3oo x2x4

f4

��

f2oo x1x4

f4

��

f1oo

x25 x4x5
f4oo x3x5

f3oo x2x5
f2oo x1x5

f1oo

We have

L(kϖ1) = SkCn, χ(L(ϖk)) =
∑

1≤a1≤···≤ak≤n

xa1
· · · xak

.

2.9. Remark. In general, for representations V1, · · · , Vn of g, we
have a representation of g on V1 ⊗ · · · ⊗ Vn with x ∈ g acts by
Leibniz rule

x⊗ 1⊗ · · · ⊗ 1+ 1⊗ x⊗ · · · ⊗ 1+ · · ·+ 1⊗ 1⊗ · · · ⊗ x.

Similarly, for a single representation V , the same formula equip
a g-representation on the space ΛkV or SkV .

2.10. Example. The Lie algebra g itself is an irreducible repre-
sentation (when g is simple). The action is

x · y = [x, y].

We call this representation the adjoint representation. Then

L(θ) = adjoint representation.
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For example, when g = sl5,

H1

f2

��

E12f1
}}

f1 }}

E13

f1
��

f2oo E14

f1
��

f3oo E15

f1
��

f4oo

E21

f2
��

H2

f3

��

f1
jj E23f2

}}
f2 }}

E24

f2
��

f3oo E25

f2
��

f4oo

E31

f3
��

E32

f3
��

f1oo

H3

f4

��

f2
jj E34f3

}}
f3 }}

E35

f3
��

f4oo

E41

f4
��

E42

f4
��

f1oo E43

f4
��

f2oo

H4

f3
jj E45f4

}}
f4 }}

E51 E52

f1oo E53

f2oo E54

f3oo

2.11. Weyl character formula. For a dominant weight λ,

χ(L(λ)) = χλ.

2.12. Demazure character formula. For a weight λ = wλ+ for
a dominant weight λ+ and w ∈ W, we define

D(λ) =
the b+-submodule of L(Λ)

generated by a vector of weight λ.

Then
χ(D(λ)) = κλ.

— REPRESENTATION OF SYMMETRIC GROUPS. [5, Chatper 4]

2.13. Examples. For n ≥ 1, we denote the following represen-
tations of Sn.

tri = trivial representation,
alt = alternative representation,
std = standard representation Cn/tri.
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2.14. Grothendieck group. Let

K(Sn-Rep) = Grothendieck group of finite
dimensional representation of Sn

=
⊕

V∈Sn-Rep

Z[V]
/〈

[V1] + [V2] = [V] if
0→ V1 → V → V2 → 0

〉
=

⊕
V irrep of Sn

Z · [V].

Actually K(Sn-Rep) forms a ring under the tensor product. But
this is NOT what we will mainly use.

2.15. Grothendieck ring. We consider all Grothendieck groups
together

K =
⊕
n≥0

K(Sn-Rep).

It forms a graded ring under the exterior product

[U] · [V ] = IndSn+m

Sn×Sm
[U⊠ V ].

Actually, it is a Hopf algebra with pairing.

2.16. Characters. The representation theory of a finite group G
is controlled by its character table. By definition, the character
of a representation V of G is

χV : G→ C g 7→ tr(g|V).

For example, for G = Sn

χtri(w) = 1, χalt(w) = (−1)ℓ(w)

χstd(w) = #{i : w(i) = i}− 1.

We know

K(G-Rep)C = {class functions} := Fun(G/AdG,C).



22 RUI XIONG

2.17. Specht modules. For a parition λ ⊢ n, we have an irre-
ducible representation

Spechtλ.

For example, when n = 7

= tri,

= std,

= Λ2std,

· · · = · · ·

= alt.

They are the full list of irreducible representations.

2.18. Characters.
The following the character table of irreducible representa-

tions of Sn for 1 ≤ n ≤ 5, see [5, Example 2.6, §2.3, §3.1].

S1 id

# 1

tri 1

S2 id (12)

# 1 1

tri 1 1

alt 1 -1

S3 id (12) (123)

# 1 3 2

tri 1 1 1

std 2 0 -1

alt 1 -1 1
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S4 id (12) (12)(34) (123) (1234)

# 1 6 3 8 6

tri 1 1 1 1 1

std 3 1 -1 0 -1

Λ2std 2 0 2 -1 0

Λ3std 3 1 -1 0 -1

alt 1 -1 1 1 -1

S5 id (12) (12)(34) (123) (123)(45) (1234) (12345)

# 1 10 15 20 20 30 24

tri 1 1 1 1 1 1 1

std 4 2 0 1 -1 -1 1

Λ2std 6 0 -2 0 0 0 1

Λ3std 4 2 0 1 -1 -1 1

alt 1 -1 1 1 -1 -1 1

5 1 1 -1 1 -1 0

5 -1 1 -1 -1 -1 0

2.19. Frobenius character. Recall

pk = xk1 + xk2 + · · · , pλ = pλ1 · · ·pλℓ .



24 RUI XIONG

For a class function χ of Sn, we define the Frobenius character
to be the symmetric function Frob(χ) such that

χ

(
any w ∈ Sn

of type λ

)
= ⟨Frob(χ), pλ⟩.

Explicitly,

Frob(χ) =
1

n!

∑
w∈Sn

χ(w)ptype(w) =
∑
λ⊢n

1

zλ
χ

(
any w ∈ Sn

of type λ

)
pλ.

The notations here:

• For w ∈ S, if the cycle type of w is 1m12m2 · · · , then type(w)
is the partition with m1 many 1’s, m2 many 2’s etc.

• For λ with m1 many 1’s, m2 many 2’s etc., zλ = 1m1m1!2
m2m2! · · ·

which is the number of w ∈ Sn with type(w) = λ.

For a representation V , we define

Frob(V) = Frob(χV) ∈ Λ.

2.20. Theorem. We have an isomorphism of Hopf algebras with
pairing

Frob : KQ ∼= Λ

IndSn
Sλ

tri 7−→ hλ = hλ1hλ2 · · ·
IndSn

Sλ
sgn 7−→ eλ = eλ ′

1
eλ ′

2
· · ·

Spechtλ 7−→ sλ.

The first condition can be rewritten as

Frob(V) =
∑
λ⊢n

dim(VSλ)mλ.

2.21. Example. Here is an example of character table for n = 5.

Sym = SymmetricFunctions(QQ)

m = Sym.monomial(); p = Sym.power()

h = Sym.homogeneous(); e = Sym.elementary();

s = Sym.Schur()

ptt5 = list(Partitions(5)); p5 = len(ptt5)
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M = p.transition_matrix(s,5)

print( table([[M[b][a] for b in range(p5)] for a in range(p5)],

header_row=ptt5,

header_column=["char-table"]+ptt5,

frame = True) )

— SCHUBERT CALCULUS. [6, Part III]

2.22. Grassmannians. Let 0 ≤ k ≤ n. We consider the Grass-
mannian variety

Gr(k, n) = {subspace V ≤ Cn : dimV = k}.

Schubert calculus wants to understand the intersection theory
of Gr(k, n).

2.23. Schubert cells. We are going to decompose

Gr(k, n) =
⋃

λ⊆(n−k)k

X(λ)◦

where λ is a partition inside the rectangle (n − k)k, bijection to
k-subsets of [n] = {1, . . . , n} by

λ 7→ {λi + k− i+ 1} ⊂ [n].

Diagrammatically,

1

3

5 6

8

2

4

7

7→ {2, 4, 7}.

We will each V a k-subset of [n], and thus assign a partition. We
define

X(λ)◦ = {V : the assigned partition is λ}.
There are many equivalent way of defining the k-subsets.
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Definition A. For a k-subspace V , we can find a basis

v1, . . . , vk ∈ V.

Write them as row vectors, and we can find its reduced echelon
form. Then we can find a k-subset of [n], with submatrix being
the identity. For example, when (k, n) = (3, 8),∗ 1 0 0 0 0 0 0

∗ 0 ∗ 1 0 0 0 0
∗ 0 ∗ 0 ∗ ∗ 1 0

 {2, 4, 7}

Definition B. Let us denote the standard flag by

0 = F0 < F1 < · · · < Fn−1 < Fn = Cn, Fi = span(e1, . . . , ei).

Then the intersection with V ∈ Gr(k, n) gives another chain

0 = F0 ∩ V ≤ F1 ∩ V ≤ · · · ≤ Fn−1 ∩ V ≤ Fn ∩ V = V.

Each step

? ≤ ?? =⇒ {? = ??, or
dim ?+ 1 = dim ??.

The increasing indices form a k-subset of n. For example,

F7∩V=F8∩V

F4∩V=F5∩V=F6∩V

∪

F2∩V=F3∩V

∪

F0∩V=F1∩V

∪

{2, 4, 7}

Definition C. For each k-subset A ⊂ [n], we define

VA = span(ea : a ∈ A) ∈ Gr(k, n).

For the corresponding partition λ, we set Vλ = VA. Then

X(λ)◦ = B-orbit of VA
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where B is the Borel subgroup, i.e. the group of upper triangular
matrices.

2.24. Schubert variety. We define Schubert variety to be the
closure

X(λ) = X(λ) =
⋃
µ⊂λ

X(µ)◦.

We define the Schubert class

σλ = [X(λ)] ∈ H∗(Gr(k, n)).

We have

H∗(Gr(k, n)) =
⊕

λ⊆(n−k)k

Q · σλ.

2.25. Opposite Schubert class. Note that

degσλ = codimX(λ) = k(n− k) − |λ|.

We define the opposite Schubert class

σλ = dual basis of σλ.

From the intersection theory,

σλ = [Y(λ)]

where Y(λ) is defined similarly to X(λ).

• In definition A, we should use the upper echelon form;
• In definition B, we should use the standard decreasing

flag Fop• with Fopi = span(ei+1, . . . , en).
• In definition C, we should use the opposite Borel (i.e.

lower triangular matrices) orbit.
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2.26. Example. Let us identify

Gr(2, 4) = {2-dimensional subspaces in C4} = {lines in P3}.

Then a flag is a choice of

point ⊆ line ⊆ plane.

The classes σλ can be described as follows. Here the colored
point, line or plane is a member of the flag.

ALL LINES
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�
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∅ □
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�
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�
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B
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�
�
�

�
�
�
�u A LINE

2.27. Theorem. The linear map defined by

Q[x1, . . . , xk]
Sk → H∗(Gr(k, n)), sλ 7→ {σλ, λ ⊆ (n− k)k,

0, otherwise

is a ring homomorphism.

2.28. Example. In Gr(2, 4), we have

□ ·□ = + .

Compare:
s□ · s□ = s + s .
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The (transversal) intersection representing the cup product □ ⌣
□ is

(∗) = {the set of lines intersecting two given lines}.

Consider the special case when two lines intersect. Then any
line in (∗) either

• going through the intersecing point;
• in the plane spanned by these two lines.

Thus we can decompose into irreducible components

(∗) = ∪ .

By dimension reason, the intersection (∗) is generically transver-
sal, so we have □ ·□ = + .
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3. HALL–LITTLEWOOD POLYNOMIALS

— REFERENCE. Most of results can be found in

[25] I. G. Macdonald. Symmetric functions and Hall Polyno-
mials, second version. Chapter III.

[28] K. Nelsen, A. Ram. Kostka–Foulkes polynomials and
Macdonald spherical functions. [arXiv]

— TYPE-FREE DEFINITION. In this section, we will fix a for-
mal variable t. The polynomials introduced in this section are
defined for all Weyl groups. We take Λ = P to be the weight
lattice, or any sub-lattice containing root lattice Q.

3.1. The Poincaré polynomial. We define the Poincaré poly-
nomial of a Weyl group W to be

W(t) :=
∑
w∈W

tℓ(w).

The special value W(1) = |W| gives the order the Weyl group.
We refer readers to [13, §3.20, §2.11, §4.9] for more formulæ.

3.2. Symmetrizer. Let us consider the following symmetrizer

Symm(f) =
∑
w∈W

w

(
f
∏
α>0

1− te−α

1− e−α

)
.

When t = 1, this is the naı̈ve symmetrizer. When t = 0, this is
the symmetrizer used to compute Weyl character.

3.3. Definition. For a dominant weight λ ∈ Λ, the Hall–Littlewood
polynomial of it is

Pλ =
1

Wλ(t)
Symm(xλ).

The readers might wonder why there is a strange denominator.
We will see soon that this is natural.

https://arxiv.org/abs/math/0401298
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3.4. Specialization. We have

Pλ|t=0 = χλ, Pλ|t=1 = mλ.

This is the first explanation why we need the denominator Wλ(t).

3.5. Example. Here is an example in SL3

1 1-t 1-t 1

1-t
(t-2)

(t-1) 2(t-1)2
(t-2)

·(t-1) 1-t

1
(t-2)

·(t-1)
(1-t)

·(t2-2
t+3)

(1-t)
·(t2-2

t+3)

(t-2)
(t-1) 1

1-t 2·(t-1)2
(1−t

)(t
2-2t+

3)
2(t-1)2 1-t

1-t
(t-2)

(t-1)
(t-2)

(t-1) 1-t

1 1-t 1

3.6. Lemma. We have P0 = 1, i.e.

Symm(1) =
∑
w∈W

w

(∏
α>0

1− te−α

1− e−α

)
= W(t).

See [28, Coro 2.17].

First proof. By Weyl character formula, for any integer weight

λ ∈ Conv(wρ : w ∈ W)

we have ∑
w

(
eλ−ρ

1− e−α

)
=

{
(−1)ℓ(w), λ = wρ,

0, otherwise.



32 RUI XIONG

Note that
∏

α(1−te−α) is supported over ρ+Conv(wρ : w ∈ W).
The expansion gives the formula. □

Second proof. There is trick called rigidity [29, §2.4]

f(x) ∈ C[x±1]
limx→0 f(x) ∃
limx→∞ f(x) ∃

}
=⇒ f(x) is a constant.

Now we note that Symm(1) is a Laurent polynomial, and each
term converges in any direction of limit:

lim
x→0

1− tx

1− x
= 1, lim

x→∞
1− tx

1− x
= t.

As a result, Symm(1) only depends on t. If we take the limit
eαi →∞, then it is not hard to see, each term

lim
∏
α>0

1− te−wα

1− e−wα
= tℓ(w).

This finishes the proof. □

3.7. Proposition. For any dominant weight λ ∈ Λ, we have

Pλ = χλ +
∑

µ<domλ

tZ[t] · χµ.

See [28, Coro 2.16].

Proof. We split∏
α>0

1− te−α

1− e−α
=
∏

⟨α,λ⟩>0

1− te−α

1− e−α

∏
⟨α,λ⟩=0

1− te−α

1− e−α
,

∑
w∈W

w (· · · ) =
∑
w∈Wλ

u

(∑
v∈Wλ

v (· · · )

)
.
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Applying the above Lemma to Wλ, it is not hard to obtain

Pλ =
∑
u∈Wλ

u

xλ
∏
α>0

⟨λ,α⟩>0

1− te−α

1− e−α

 .

By expanding this in the completion with respect to anti-dominant
cone, we have

Pλ = eλ +
∑
µ<λ

Z[t]eµ.

But Pλ itself is a symmetric polynomial. Since Pλ|t=0 = χλ, so the
proposition follows. □

3.8. Kostka–Foulkes polynomials. The Kostka–Foulkes poly-
nomial Kλµ for two dominant weights λ, µ is the coefficients of
the expansion

χλ =
∑
µ

Kλµ(t)Pµ.

From its geometric meaning, Kλµ(t) is a Kazhdan–Lusztig poly-
nomial, so it has non-negative coefficients. In type A, a combi-
natorial formula was found by Lascoux and Schützenberger, see
[18], see also [28, §4].

— TYPE A. Let us restrict to type A. We use the standard quan-
tum number

[n] = 1+ t+ · · ·+ tn−1 =
1− tn

1− t
, [n]! = [n][n− 1] · · · [1].

3.9. Explicit formula. Let λ = (λ1 ≥ · · · ≥ λn) be a partition of
length n. Then

Wλ = Sα := Sα1
× · · · × Sαm

where α |= n (i.e. α1 + · · ·+ αm = n) such that in λ

• λ1 appears α1 times;
• · · · ;
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• λn appears αm times.

We have
Wλ(t) = [α]! = [α1]! · · · [αm]!

For example,

λ = (5, 5, 3, 2, 2, 2, 0)

α = (2, 1, 3, 1)

Wλ = S2 × S1 × S3 × S1

Wλ(t) = (1+ t)(1+ t+ t2).

The symmetrizer

Symm(f) =
∑
w∈W

w

(
f
∏

1≤i<j≤n

xi − txj

xi − xj

)
.

So

Pλ =
1

[α]!

∑
w∈W

w

(
xλ
∏

1≤i<j≤n

xi − txj

xi − xj

)
.

3.10. Example. Let us compute the case n = 2 by hand. We
write (x1, x2) = (x, y) and λ = (a, b). Then

P(a,b)(x, y) =

{
s(a,b)(x, y), a = b.

s(a,b)(x, y) − tsa−1,b+1(x, y), a > b.

Case A. When a = b, we have

Wλ = S2, Wλ(t) = 1+ t.

By definition,

Pλ(x, y) =
1

1+ t

(
xayax− ty

x− y
+ yaxa

y− tx

y− x

)
=

xaya

1+ t

(
(x− ty) + (tx− y)

x− y

)
=

xaya

1+ t
(1+ t) = xaya.

In particular, when λ = ∅, P∅ = 1.
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Case B. Let us compute for a > b. We see easily from the
definition that

P(a,b) = xbybP(a−b,0).

So let us compute when a > b = 0. We have

Sλ = S1 × S1, Wλ(t) = 1.

By definition,

Pλ(x, y) =

(
xa

x− ty

x− y
+ yay− tx

y− x

)
=

xa(x− ty) + ya(tx− y)

x− y

= ha(x, y) − t xyha−2(x, y)

= ha(x, y) − ts(a−1,1)(x, y).

3.11. Symmetric functions. One can check for each partition λ,

Pλ(x1, . . . , xk) = Pλ(x1, . . . , xk, 0).

In particular, Pλ can be upgraded to a symmetric function. More-
over, if λk+1 ̸= 0, then

Pλ(x1, . . . , xk, 0) = 0.

This proves the stability of Kostka—Foulkes polynomials.

3.12. Example. One can compute Hall–Littlewood function in
SageMath

Sym = SymmetricFunctions(FractionField(QQ["t"]))

HLP = Sym.hall_littlewood().P();

HLP([3,1,1]).expand(3)

The expansion to Schur functions (similar to other basis)

Sym = SymmetricFunctions(FractionField(QQ["t"]))

HLP = Sym.hall_littlewood().P();

s = Sym.Schur();

s(HLP([3,1,1]))

See the documentation.

https://doc.sagemath.org/html/en/reference/combinat/sage/combinat/sf/hall_littlewood.html
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— DEMAZURE–LUSZTIG OPERATORS. As we seen from the
theory of Schur polynomials, a family of symmetric polynomi-
als could be studied by extending to its non-symmetric version.
We could do the same for Hall–Littlewood polynomials. But in
this section we only introduce the operators.

3.13. Demazure–Lustig operator. Let us denote the Demazure–
Lusztig operator for a polynomial f and i ∈ I by

Ti = tsi +
t− 1

eαi − 1
(si − id) =

1− t

eαi − 1
id+

teαi − 1

eαi − 1
si

Then we have

T 2
i = (t− 1)Ti + t (quadratic relations)

TiTj · · ·︸ ︷︷ ︸
mij

= TjTi · · ·︸ ︷︷ ︸
mij

(i ̸= j) (braid relations)

From the braid relation, it is well-defined to write

Tw = Ti1 · · · Tiℓ , w = si1 · · · siℓ (reduced).

3.14. Example. Consider the case W = Sn. We can represent
the relations as diagrams. We use Hi = t−1/2Ti. Let

Hi H−1
i

− = (t1/2 − t−1/2)

Hi −H−1
i = t1/2 − t−1/2

The rest of relations are presented here:

= =

HiH
−1
i = 1 = H−1

i Hi

=

HiHi+1Hi = Hi+1HiHi+1
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=

HiHj = HjHi (|i− j| > 1)

Actually, they are the relations of the braid group (i.e. the group
generated without quadratic relations). The reader might find
some analogy of skein relations in knot theory. Actually this
diagram presentation motivates the construction of HOMFLYPY
polynomials in knot theory, see [32] for an introduction.

3.15. Example. Let us compute the SL2-case. For λ dominant,

e−λ e−λ+α · · · eλ−α eλ

0 0 · · · 0 1
1 0 · · · 0 0

T7−→ e−λ e−λ+α · · · eλ−α eλ

1 1− t · · · 1− t 0
t− 1 t− 1 · · · t− 1 t

We have
T(eλ + esiλ) = t(eλ + esiλ).

In general,
sif = f⇒ T(f) = tf.

3.16. Example. It is useful to understand the quadratic rela-
tions at the level of operators. In the computation, we omit the
indices.

(T + 1)(f) = tsf+ (t− 1)
sf− f

eα − 1
+ f

=

(
1− t

eα − 1
+ 1

)
f+

(
t− 1

eα − 1
+ t

)
sf

=

(
eα − t

eα − 1

)
f+

(
teα − 1

eα − 1

)
sf

= (s+ 1)

(
f
1− te−α

1− e−α

)
.
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Similarly,

(T − t)(f) =

(
t+

t− 1

eα − 1

)
(s− 1)(f)

=
teα − 1

eα − 1
(s− 1)(f).

Since (s− 1)(s+ 1) = s2 − id = 0, we have

(T − t)(T + 1) = 0.

3.17. Example. Let us consider SL3. We start from eλ for λ =
(5, 2, 0).

0 0 0 1

0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0

0 0 0 0

0 0 0

1 1-t 1-t 0

0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0

0 0 0 0

0 0 0

0 0 0 0

0 0 0 0 1-t

0 0 0 0 0 1

0 0 0 0 0

0 0 0 0

0 0 0

0 0 0 0

1-t (1-t)
2

(1-t)
2

(1-t)
2

0

1 1-t 1-t 1-t 1-t 0

0 0 0 0 0

0 0 0 0

0 0 0

0 0 0 0

0 1-t (1-t)
2

(1-t)
2

0

0 0 1-t (1-t)
2

(1-t)
2

0

0 0 1-t (1-t)
2
1-t

0 0 1-t 1-t

0 0 1

0 0 0 0

0 0 0 t(1-t
) 0

0 (1-t)
2

(1-t)
3

(1-t)
(t
2-t+1

)
0 0

1-t2(1-t
)2

(1-t)
(t
2-2t+

2)
(1-t)

2
0

1-t(2-t)
(1-t)(1-t)

2
0

1 1-t 0

3.18. Remark. For each λ ∈ Λ, we define the operator Xλ(f) =
eλf. Then the affine Hecke algebra (for the dual system) is iso-
morphic to the algebra generated by

Hi = t−1/2Ti (i ∈ I); Xλ (λ ∈ root lattice).

Actually, under the Coxeter presentation

λ anti-dominant⇒ Htλ = Xλ.



BEHIND COMBINATORICS 39

3.19. Symmetrizer. Notice that

TiTw =

{
Tsiw, siw > w,

tTsiw + (t− 1)Tw, siw < w.

In other word, if w < siw, we can represent the multiplication
as

siw
t−1 //

t ((

siw

w

v

1

66

w

v

Ti

So we can represent

siw
−1 //

t ((

siw

w

v
1

66

−t // w

v

Ti − t

siw
t //

t ((

siw

w

v
1

66

1 // w

v

Ti + 1

If

Cw0
=
∑
w∈W

Tw, C−
w0

=
∑
w∈W

(−t)ℓ(w0)−ℓ(w)Tw,

then

(Ti − t)Cw0
= 0 = (Ti + 1)C−

w0

Similarly,

Cw0
(Ti − t) = 0 = C−

w0
(Ti + 1).

3.20. Theorem. We have∑
w∈W

w

(
f
∏
α>0

1− te−α

1− e−α

)
=: Symm(f) = Cw0

(f) :=
∑
w∈W

Tw(f).
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Proof. As an operator, Cw0
must be of the form

Cw0
=
∑
w∈W

w ◦ aw.

We need to show

aw =
∏
α>0

1− te−α

1− e−α
.

• For w = w0, this is similar as we did for ∂w0
. Precisely,

the term w0 can be contributed only by the term Tw0
=

Ti1 · · · Tiℓ ; and the contribution is the product of si1(· · · )
in each factor Ti1 .

• Since (Ti − t)Cw0
= 0, and Ti − t = (· · · )(si − 1), so it

implies Cw0
(f) is symmetric for any f, i.e.

Cw0
=

(∑
w∈W

w

)
◦ (· · · ).

This shows aw = aw0
for all w. □

3.21. Remark. This gives another proof of Symm(1) = W(t).

3.22. Remark. There are other versions of Demazure–Lusztig
operators. We will show uniqueness of such operators in certain
sense. Assume we have an operator

T̃i = p(αi)si − q(αi)id

satisfying

(T̃i − t)(T̃i + 1) = 0, T̃iT̃j · · · = T̃jT̃i · · · .

Then

T̃i = ± g(αi)

g(−αi)

tecαi − 1

ecαi − 1
si +

1− t

ecαi − 1
id

for a constant c, a function g. This is by explicit computation in
SL3. Here are two popular choices:
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• when c = 1 and g(α) = t1/2eαi/2 − t−1/2e−αi/2, we get

T̃i(f) = −sif+ (t− 1)
sif− f

eαi − 1
=

teαi − 1

eαi − 1
si +

1− t

eαi − 1
id.

This is the operator from another one-dimensional repre-
sentation k− with Tw 7→ v−ℓ(w).

• When c = −1 and g(α) = teα − 1, we get

T̃i(f) =
teαi − 1

e−αi − 1
si +

1− t

e−αi − 1
id.

This was used to characterize Whittacker functions [1].
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4. BACKGROUND AND APPLICATIONS

4.1. Modified Hall–Littlewood. In this section, we write

P̃ = t⟨ρ,λ⟩Pλ|t 7→t−1 .

In type A, we need to fix a choice of ρ, our choice is

P̃λ = tn(λ)Pλ|t7→t−1

where

n(λ) =
∑
□∈λ

row(□) − 1, e.g. n

 0 0 0 0
1 1
2

 = 4.

In the following applications, all the role is played by P̃λ.

— Hall polynomials. [25, §III.3]

4.2. Question. Assume we have three finite abelian p-groups
A,B,C, we want to compute the number

cCAB(p) = #
{
M ≤ C : M ∼= B and C/M ∼= A

}
.

Recall a finite abelian p-group must be of the form

Aλ = Z/(pλ1)⊕ · · · ⊕ Z/(pλn)

for a partition λ. We say an abelian p-group isomorphic to Aλ of
type λ. In other words,

{finite abelian p-groups} /∼= = {partitions}.

Thus let us take

A = Aλ, B = Aµ, C = Aν, cνλµ(p) = cCAB(p).
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4.3. Example. Consider

= A(2,1) = Z/p2Z⊕ Z/pZ.

Let us classify M ⊂ A(2,1) isomorphic to

□ = A(1)
∼= Z/pZ.

Equivalently, we are classifying order p-elements. It is not hard
to see

{order p elements} = {(ap, b) : a ̸= 0 or b ̸= 0}.

Let M be the subgroup generated by (ap, b).

Case A. If b ̸= 0. Then A(2,1)/M is generated by (1, 0). Actually,
M can be generated by (a ′p, 1) for some a ′ ≡ b−1a mod p. So
(0, 1) can be generated (1, 0) modulo M. This shows

= A(2)
∼= A(2,1)/M.

Case B. If b = 0. Then A(2,1)/M is generated by two order-
p elements (1, 0) and (0, 1). Actually, M ∼= pZ/p2Z ⊕ 0. This
shows

= A(1,1)
∼= A(2,1)/M.

Summary. As a result,

c
(2,1)
(1),(2)(p) = p, c

(2,1)
(1),(1,1)(p) = 1.

4.4. Example. Consider

= A(3) = Z/p3Z.

Similar as the computation above,

c
(3)
(1),(2)(p) = 1, c

(3)
(1),(1,1)(p) = 0.
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4.5. Example. Consider

= A(1,1,1) = Z/pZ⊕ Z/pZ⊕ Z/pZ.

Similar as the computation above,

c
(1,1,1)
(1),(1,1)(p) = 1+ p+ p2, c

(1,1,1)
(1),(2)(p) = 0.

Another perspective is A(1,1,1) is an Fp-vector space, and a sub-
group M ⊂ A(1,1,1) isomorphic to A(1) is nothing but a 1-dimensional
subspace. So

c
(1,1,1)
(1),(1,1)(p) = #

(
P2(Fp)

)
.

4.6. Hall algebra. The idea is the following. Consider

H =

{{
finite abelian
p-groups

}
f→ Z :

A ∼= B⇒
f(A) = f(B)

}
.

We can define Hall product

(f ∗ g)(A) =
∑
M≤A

f(M/A)g(A).

It is a good exercise to see H forms a ring with unit, called the
Hall algebra. See [34] for a general introduction to Hall alge-
bras.

4.7. Translation. Now, let Pλ denote the characteristic function
of Aλ. We see immediately that

Pλ ∗ Pµ =
∑
ν

cνλµ(p)Pν.

This equips the original question an algebra structure. Let us
restrict to the subalgebra

H =
⊕
λ

Z · Pλ ⊆ H.

It is the subalgebra of H of finite support.
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4.8. Theorem. The linear map

H→ Λ, Pλ 7→ P̃λ|t 7→q

is a ring homomorphism.

4.9. Example. We have

P(1,1)P(1) = (t2 + t+ 1)P(1,1,1) + P(2,1),

P(2)P(1) = P(3) + P(2,1).

From the three examples above, we have

P(1,1)P(1) = (1+ p+ p2)P(1,1,1) + P(2,1)

P(2)P(1) = P(3) + pP(2,1)

Here is the value of n(·):

λ (1) (1, 1) (2) (1, 1, 1) (2, 1) (3)

n(λ) 0 1 0 3 1 0

4.10. Remark. The proof can be found in [25, III (3.4)]. A con-
ceptual reason is a relation between Hall algebra H and spheri-
cal Hecke algebra of type A, see [25, V (2.6)].

— Spherical functions. [28, 12]

4.11. Assumption. Let T ⊂ B ⊂ G be a maximal torus, a Borel
subgroup and a reductive algebraic group Weyl group is W . For
example, when W = Sn, then we can choose

T =

∗ . . .
∗

 ⊂ B =

∗ · · · ∗
. . . ...

∗

 ⊂ G = GLn .
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Let us fix ϖ ∈ m ⊂ O ⊂ K be the uniformizer, the maximal
ideal, ring of integers and a local field with residue field Fq. For
example,

x ∈ xFq[[x]] ⊂ Fq[[x]] ⊂ Fq((x)), p ∈ pZ(p) ⊂ Z(p) ⊂ Q(p).

We will not distinguish the base change and its rational points.

4.12. Spherical Hecke algebra. The spherical Hecke algebra
is defined to be

Cc(GO\GK/GO) =

{
GK

f−→ Q
of compact support

:
g1, g2 ∈ GO ⇒
f(g1xg2) = f(x)

}
.

The algebraic structure is given by the convolution:

(f ∗ g)(x) =
∫
GK

f(xy−1)g(y)dy, vol(GO) = 1.

4.13. Cartain decomposition. Let Λ = HomAlgGrp(Gm, T) is the
cocharacter (aka one-parameterized subgroups) lattice. We have
Cartan decomposition

GK =
⊔

λ∈Λdom

GO ϖλGO, Cc(GO\GK/GO) ∼=
⊕

λ∈Λdom

1λ..

4.14. Example. Let us consider G = GLn. Firstly, we can iden-
tify

GK/GO = {O-lattices L in K⊕n}.

Then for a partition λ = (λ1, . . . , λn), we have

ϖλ =

ϖλ1

. . .
ϖλn

 ∈ GK.

Then ϖλ corresponds to the lattice

Lλ = ϖλ1O⊕ · · · ⊕ϖλnO ⊂ K⊕n.
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Then its GO orbit can be described as

{L ⊇ L0 : L/L0
∼= Aλ} Aλ = O/mλ1 ⊕ · · · ⊕ O/mλn

where L0 = O⊕n is the standard lattice. It is not hard to imagine
the structure constant for λ, µ, ν is

#

{
L0 ⊆ L ⊆ Lν :

L/L0
∼= Aλ

Lν/L ∼= Aµ

}
which coincide with that of the Hall product.

4.15. Affine Hecke algebra. We denote Iwahori subgroup by

I = {g(x) ∈ GO : g(x) mod m ∈ BFq} ⊆ GK.

Then the (extended) affine Hecke algebra is defined similarly

Cc(I\GK/I) ∼= ĤG.

It can be described explicitly using generators and presentations,
see [12].

4.16. Two presentations. There are two presentations of ĤG:

• Coxeter presentation, i.e. ĤG is (almost) the Hecke alge-
bra with respect to the affine Coxeter diagram;

• Bernstein presentation, i.e. ĤG is the algebra generated
by Demazure–Lusztig operators and multiplications.

A clear treatment can be found in [36].

4.17. Center of affine Hecke algebra. Using the Bernstein pre-
sentation, we see easily

Z(ĤG) = Q[Λ]W.
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4.18. Satake isomorphism. We have the following diagram

Cc(GO\GK/GO)

��

⊂ // Cc(I\GK/I)

��

Q[Λ]W
∼ // Z(ĤG)

⊂ // ĤG

4.19. Theorem. Under the isomorphism

Cc(GO\GK/GO) −→ Q[Λ]W, 1λ 7−→ P̃λ|t 7→q.

Note that λ is a coweight, so the Hall–Littlewood polynomial is
defined for the root system is dual to G.

— Springer fibers. [7, §3.4]

4.20. Springer theory. Let N be the set of nilpotent matrices in
Mn(C). The Springer resolution is

Ñ = {(V•, x) ∈ Fℓn×N : xV• ⊆ V•}
π−→ N.

For a nilpotent matrix x, the Springer fiber is

Fℓx = {V• ∈ Fℓn : xV• ⊆ V•}.

Since x itself is nilpotent, the equality never achieves, so the con-
dition is equivalent to xV• ⊆ V•−1. Springer theory equips an

Sn action on H∗(Fℓx), H
∗(Fℓx).

We want to study the H∗(Fℓx) ∼= H∗(Fℓx) as graded Sn-representation.
Recall that the nilpotent matrices are classified by Jordan blocks

xλ = diag(Jλ1 , . . . , Jλm)

for a parititon λ ⊢ n. We set Fℓλ = Fℓxλ .
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4.21. Example. Consider n = 3. We have three types of nilpo-
tent matrices

(1, 1, 1) (2, 1) (3)0 0
0

 0 1
0

0

 0 1
0 1

0


We have

• For λ = (1, 1, 1), the matrix is 0. So Fℓ(1,1,1) = Fℓ3.
• For λ = (3), the matrix is a single Jordan block, the only

flag is the standard flag, so Fℓ(3) = {standard flag} = pt.
• For λ = (2, 1), Fℓ(2,1) is a union of two P1 intersecting at

one point (justified below).

Assume λ = (2, 1). Let (0 ⊂ V1 ⊂ V2 ⊂ C⊕3) ∈ Fℓ(2,1). The
condition says

xV1 = 0, xV2 ⊆ V1, xC3 ⊆ V2.

We can present basis of C3 as follows

0
x←− e1

x←− e2
0

x←− e3

Then the conditions

xV1 = 0 xV2 ⊆ V1 xC3 ⊆ V2

V1 ⊆ span(e1, e3) · · · V2 ⊇ span(e1)

The choice of V1 is

{V1 ⊂ span(e1, e3)} = P1.

If V1 = span(e1), then the choice V2 is arbitrary, this gives a copy
of P1. Otherwise, we have to take V2 = V1 + span(e1), the choice
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of V2 is a single point. Topologically, it is two P1’s intersecting at
one point:

choice of V1

special fiber

We can compute its homology group now

λ Fℓλ dim H∗(Fℓλ)

(3) pt 0 tri

(2, 1) P1 ∪pt P1 1 tri⊕ std

(1, 1, 1) Fℓ3 3 tri⊕ std⊕ std⊕ alt

4.22. Theorem. We have

dim(any irreducible component of Fℓλ) = n(λ).

Moreover, the graded character of

Frob
(
H∗(Fℓλ)

)
= H̃λ

where H̃λ is the dual basis of P̃λ under the Hall-pairing. In other
word,

⟨Spechtµ, H∗(Fℓλ)⟩ = tn(λ)Kµλ(t
−1),

the Kostka–Foulkes polynomial.

4.23. Remark. Equivalently,

H̃λ = tn(λ)Hλ|t7→t−1

Hλ is the dual basis of Pλ under the Hall-pairing. There is an-
other dual basis Qλ, but it is dual with respect to the t-deformed
Hall-pairing, see [25]. They are related by Hλ = Qλ[Z

1
1−t

].
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4.24. Example. We have the following expansion.

expand→ P(1,1,1) P(2,1) P(3)

s(1,1,1) 1

s(2,1) t2 + t 1

s(3) t3 t 1

Compare:

expand ↓ H∗(Fℓ(1,1,1)) H∗(Fℓ(2,1)) H∗(Fℓ(3))

alt = Specht(1,1,1) t3

std = Specht(2,1) t2 + t 1

alt = Specht(3) 1 1 1

4.25. Remark. We remark that Springer theory is not only for
type A. But the relation with Hall–Littlewood polynomial is
only in type A. A geometric explanation is, there is an open
embedding

N −→ GOtµGO/GO ⊂ GK/GO, µ = (n, 0, . . . , 0)

for G = GLn where

ϖ = t ∈ m = tO ⊂ O = C[[t]] ⊂ K = C((t)).

See [37, Example 2.1.8].

4.26. Parabolic Springer fibers. There is an equivalent way of
stating the result via parabolic Springer fiber. Let α = (α1, . . . , αm) |=
n be a composition. The partial flag variety is

Fℓα = {0 = V0 ⊂ V1 ⊂ · · · ⊂ Vm = Cn : dimVi = dimVi−1 + αi}.
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We can consider the parabolic version of the springer fiber

Fℓαλ = {V• ∈ Fℓα : xλV• ⊆ V•−1}.

It is known
H∗(Fℓ

α
λ ) = H∗(Fℓλ)

Sα-alt/∆α

where ∆α is the discriminant of Sα. If µ = sort(α) ⊢ n, then

dimH∗(Fℓαλ ) = t−ℓ(wα,0)⟨eµ, H̃λ⟩
where wα,0 is the maximal element in Sα. It is known Fℓαλ admits
an affine paving, so it coincides with the point-counting over
finite fields, i.e.

#(Fℓαλ (Fq)) = ⟨hµ, H̃λ⟩|t7→q.

4.27. Example. When n = 3,

Fℓ(1,1,1) = Fℓ3, Fℓ(1,2) ∼= P2 ∼= Fℓ(2,1), Fℓ(3) = pt.

Similar as the computation above, we have

λ Fℓ
(1,1,1)
λ Fℓ

(1,2)
λ Fℓ

(2,1)
λ Fℓ

(3)
λ

(3) pt ∅ ∅ ∅

(2, 1) P1 ∪pt P1 pt pt ∅

(1, 1, 1) Fℓ3 Fℓ
(1,2)
3 Fℓ

(2,1)
3 pt

Compare

⟨−,−⟩ e(1,1,1) e(2,1) e(3)

H̃(1,1,1) 0 0 1

H̃(2,1) 0 t 2t+ 1

H̃(3) t3 t3 + t2 + t t3 + 2t2 + 2t+ 1
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4.28. Generalized Springer fiber. There is another version of
parabolic Springer fiber (known as generalized (parabolic) Springer
fiber)

Fℓα(λ) = {V• ∈ Fℓα : xλV• ⊆ V•}.

The difference is the indices. It is known

H∗(Fℓ
α
(λ)) = H∗(Fℓλ)

Sα .

If µ = sort(α) ⊢ n, then

dimH∗(Fℓα(λ)) = ⟨hµ, H̃λ⟩

the monomial expansion of H̃λ.

4.29. Example. Similar as the computation above, we have

λ Fℓ
(1,1,1)
(λ) Fℓ

(1,2)
(λ) Fℓ

(2,1)
(λ) Fℓ

(3)
(λ)

(3) pt pt pt pt

(2, 1) P1 ∪pt P1 P1 P1 pt

(1, 1, 1) Fℓ3 Fℓ
(1,2)
3 Fℓ

(2,1)
3 pt

Compare

⟨−,−⟩ h(1,1,1) h(2,1) h(3)

H̃(1,1,1) 1 1 1

H̃(2,1) 1 t+ 1 2t+ 1

H̃(3) 1 t2 + t+ 1 t3 + 2t2 + 2t+ 1
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4.30. Remark. We can define generalized (parabolic) Springer
fiber for any x ∈ Mn(C), not necessarily nilpotent. But by Jordan
decomposition, the fiber is a product of nilpotent fibers. But
when restricted to finite fields, which is not algebraically closed,
this reduction is no longer available. The computation is more
subtle, see [30]. A nice Hall-algebraic treatment can be found in
[27, §2].

4.31. Example. One can compute the transformed (resp., mod-
ified) Hall–Littlewood functions Hλ (resp., H̃λ) in SageMath.

K = FractionField(QQ["t"]); t= K.gen()

Sym = SymmetricFunctions(K)

H = Sym.macdonald(0,t).H(); # H(t)=H(q=0,t)

Ht = Sym.macdonald(0,t).Ht(); # H~(t)=H~(q=0,t)

m = Sym.monomial(); h = Sym.homogeneous(); e = Sym.elementary();

s = Sym.Schur()

ptt3 = list(Partitions(3))

print(table([[ Ht[a].scalar(e[b]) for b in ptt3] for a in ptt3],

header_row=ptt3,

header_column=["<H~,e>"]+ptt3,

frame = True))

print(table([[ Ht[a].scalar(h[b]) for b in ptt3] for a in ptt3],

header_row=ptt3,

header_column=["<H~,h"]+ptt3,

frame = True))

print(table([[ Ht[a].scalar(s[b]) for b in ptt3] for a in ptt3],

header_row=ptt3,

header_column=["<H~,s>"]+ptt3,

frame = True))
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5. MACDONALD POLYNOMIALS (I)

— REFERENCE. The main references are

[8] M. Haiman. Cherednik algebras, Macdonald polynomi-
als and combinatorics.

[22] I. G. Macdonald. Affine Hecke algebras and orthogonal
polynomials. Cambridge tracts in mathematics.

See also [21, 17].

— TYPE-FREE DEFINITION. Again, we take Λ = P to be the
weight lattice, or any sub-lattice containing root lattice Q.

Recall that finite Hecke algebra HW acts on the Laurent poly-
nomial ring Qt[Λ] =

⊕
λ∈ΛQ(t) · eλ via Demazure–Lusztig oper-

ators. We hope to define its affine version.

5.1. Demazure–Lusztig operators. We define Demazure–Lusztig
operators over the Laurent polynomial ring Qq,t[Λ] =

⊕
λ∈ΛQ(q, t)·

eλ for i ∈ I ∪ {0} by

Ti = tsi +
t− 1

eαi − 1
(si − id) =

1− t

eαi − 1
id+

teαi − 1

eαi − 1
si.

We need to justify the notations for i = 0.

Action. Recall the affine Weyl group Wa = W ⋉ Qv acts on
Λ⊕ Zδ by

wtβ(α+ kδ) = wα+ (k− ⟨β,α⟩)δ.
By denoting q = eδ, this makes sense of

wtβ : qkeα 7→ qk−⟨β,α⟩ewα.

Simple Roots. We have

α0 = −θ+ δ, θ = highest root.

This makes sense of
eα0 = qe−θ.
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5.2. Example. Let us compute the SL2-case. For λ dominant,
with ⟨λ, αv⟩ = m, we have

s0λ = −λ+mδ, s0e
λ = qme−λ = qmeλ−mα.

Then
e−λ e−λ+α · · · eλ−α eλ

0 0 · · · 0 1
1 0 · · · 0 0

T07−→ e−λ e−λ+α · · · eλ−α eλ

qmt qm-1(t-1) · · · q(t-1) t-1
0 q-1(1-t) · · · q-m+1(1-t) q-m

Compare with:

e−λ e−λ+α · · · eλ−α eλ

0 0 · · · 0 1
1 0 · · · 0 0

T7−→ e−λ e−λ+α · · · eλ−α eλ

1 1− t · · · 1− t 0
t− 1 t− 1 · · · t− 1 t

5.3. Example. For example, in SL3:

0 0 0 1

0 0 0 0 0

0 0 0 0 0 0

1 0 0 0 0

0 0 0 0

0 0 0

T07−→
0 q-3 0 t−1

0
-tq

-2+q
-2

0 qt-q 0

0
-tq

-1+q
-1

0 q
2 t-q

2
0 0

0 0 q
3 t-q

3
0 0

0 q
4 t-q

4
0 0

q5t 0 0

5.4. Bernstein elements. For a dominant coweight β, the length
of its translation

ℓ(tβ) = 2⟨ρ, β⟩
which is linear in β. So for dominant β1, β2, we have

Ttβ1
Ttβ2

= Ttβ2
Ttβ1

= Ttβ1+β2
.

We define Yβ for all β ∈ Qv such that

β dominant⇒ Yβ = t−⟨ρ,β⟩Ttβ Yβ1(Yβ2)−1 = Yβ1−β2 .

This defines an action of Qq,t[Q
v]-action on Qq,t[P].



BEHIND COMBINATORICS 57

5.5. Example. In SL2, we have tαv = s0s, so

Yαv

= t−1T0T.

Let simply denote by x = eϖ. We can compute

1 7→ t

x 7→ q−1t−1x

x−1 7→ qt x−1 +
(
t− 1+ q−1 − q−1t−1

)
x

x2 7→ (−t+ 1− q−1 + q−1t−1) + q−2t−1 x2

x−2 7→ q2t x−2 + (qt− q+ t− 1− q−1t+ 2q−1 − q−1t−1)

+
(
t− 1+ q−2 − q−2t−1

)
x2

5.6. Lemma. There is a certain order over Λ such that

Tβ(eλ) = q−⟨β,λ⟩t−⟨β,ρλ⟩eλ + (lower terms),

where

ρλ =
1

2

∑
α>0

{
α, ⟨α, λ⟩ > 0,

−α, ⟨α, λ⟩ ≤ 0.

Equivalently, if λ is anti-dominant,

w ∈ Wλ =⇒ ρwλ = −wρ.

5.7. Remark. For a proof, we refer reader to [17, §6]. The order
can be chosen to be

µ ≤ λ ⇐⇒ {
µ+ >dom λ+, Wµ ̸= Wλ,

µ ≥dom λ, Wµ = Wλ.
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where µ+ is the unique dominant weight in Wµ. Here is an ex-
ample

1 0 0 0

0 0 0 0 0

2 0 0 0 0 1 ′

0 0 0 0 0

0 0 0 0

3 0 2 ′

any gray <

< 0 < both 1 & 1’ <

< both 2 & 2’ < 3

Actually, this choice is too strong, it suffices to take the affine
Bruhat order, see [8, Prop 5.15 & Prop 6.9].

5.8. Example. In SL2, we should choose order to be

1 < x2 < x−2 < x4 < x−4 < · · · ,

x < x−1 < x3 < x−3 < · · · .
The Lemma says, when m > 0

Yαv

1 7→ t

Yαv

xm 7→ q−mt−1xm + (lower terms)

Yαv

x−m 7→ qmtx−m + (lower terms).

Written as matrices (over Qq,t[x
2])[

1 x2 x−2 x4 x−4 · · ·
]

1
x2

x−2

x4

x−4

...





t
∗ q−2t−1

∗ ∗ q2t
∗ ∗ ∗ q−4t−1

∗ ∗ ∗ ∗ q4t
...

...
...

...
... . . .


This tells that the spectrum (eigenvalues) of Yαv is

{t, q−2t−1, q2t, q−4t−1, q4t, . . .}.
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Each eigenvalue has multiplicity 1. This is true for general root
systems, and the eigenfunction, is the Macdonald polynomial.

5.9. Macdonald polynomials. The non-symmetric Macdonald
polynomial Eλ ∈ Qq,t[Λ] for any weight λ ∈ Λ is the unique
polynomial such that

Yβ(Eλ) = q−⟨β,λ⟩t−⟨β,ρλ⟩Eλ, Eλ = eλ + (other terms).

In particular, we can decompose as a Qq,t[Q
v]-modules

Qq,t[P] =
⊕
λ∈P

Q(q, t) · Eλ.

5.10. Example. For SL2, let us determine the constant term in

E2 = x2 + C, C = (constant).

Recall that

Yαv

(x2) = (−t+ 1− q−1 + q−1t−1) + q−2t−1 x2

Yαv

(1) = t

So we need

q−2t−1C = (−t+ 1− q−1 + q−1t−1) + tC.

Thus C = −qt+q
−qt+1

, i.e.

E2 = x2 +
−qt+ q

−qt+ 1
.

Similarly,

E−1 = x−1 +
−t+ 1

−qt+ 1
x.
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5.11. Remark. The similarity of the coefficients are not a co-
incidence. Actually, we can extend the action of Qq,t[Q

v] to an
action of Qq,t[P

v]. This will gives more automorphisms, from
the theory of extended affine Hecke algebra.

In type A, explicitly

(qx1)
µnE(µ1,...,µn)(x2, . . . , xn, q

−1x1) = Eµn+1,µ1,...,µn−1
(x1, . . . , xn),

see [11, (10)]. For example, by homogenization, we get for n = 2

E(0,1) =

(
−t+ 1

−qt+ 1

)
x1 + x2, E(2,0) = x21 +

(
−qt+ q

−qt+ 1

)
x1x2.

— TYPE A.

5.12. Explicit computation. In type A, the (extended) affine
Weyl group is

S̃n =
{

bijection Z f→ Z : f(i+ n) = f(i) + n
}
.

The action is given by f : xi 7→ xf(i) where

· · · x−n+1 · · · x0 x1 · · · xn xn+1 · · · x2n · · ·

· · · qx1 · · · qxn x1 · · · xn q−1x1 · · · q−1xn · · ·

In particular

(s0f)(x1, . . . , xn) = f(qxn, x2, . . . , xn−1, q
−1x1)

(πf)(x1, . . . , xn) = f(x2, x3, . . . , xn−1, q
−1x1)

Moreover,

α1 α2 · · · αn−1 α0

x1/x2 x2/x3 · · · xn−1/xn xn/xn+1 = qxn/x1
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We can check easily that

π ◦ Ti ◦ π−1 = Ti+1 i ∈ Z/nZ.

The element Y1, . . . , Yn can be computed explicitly

Y1 = πHn−1 · · ·H1,

Y2 = H−1
1 πHn−1 · · ·H2,

· · · = · · ·
Yn = H−1

n−1 · · ·H−1
1 π.

where Hi = t1/2Ti.

Note that
Y1, Y2, Y3 /∈ Qq,t[Q

v].

5.13. Example. Let n = 3. The following represents Ht1 , Ht2 , Ht3

Ht1 Ht2 Ht3

The following represents Y1, Y2, Y3

Y1 Y2 Y3

5.14. Example. In type A, we can compute Eα for a composi-
tion α via SageMath

K = LaurentPolynomialRing(QQ,["q","t"]).fraction_field();

q,t= K.gens();

from sage.combinat.sf.ns_macdonald import E

E([1,0,3],q,t)

See the documentation.

https://doc.sagemath.org/html/en/reference/combinat/sage/combinat/sf/ns_macdonald.html
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5.15. Explicit computation. In type A, explicitly,

(ρλ)i = −
n+ 1

2
+ 1+ #{j < i : λj ≤ λi}+ #{j > i : λj < λi}.

Define

vλ(i) = 1+ #{j < i : λj ≤ λi}+ #{j > i : λj < λi}.

Actually vλ is a permutation. For example,

1 5 6 3 5

vλ :

1 7→ 1
2 7→ 3
3 7→ 5
4 7→ 2
5 7→ 4

When λ is strictly dominant (increasing), vλ = id, when λ is anti-
dominant (decreasing), vλ = w0. As a result,

YiEµ = q−µit
n+1
2

−vλ(i)Eµ

— INTERTWINE OPERATORS.

5.16. Remark. With some extra efforts, one can show

algebra generated by
Ti (i ∈ I)

Yβ (β ∈ Qv)
=

algebra generated by
Ti (i ∈ I ∪ {0})

this is known as the affine Hecke algebra. Recall that the opera-
tor Xλf 7→ eλf for each λ ∈ Λ. From the algebra perspective, we
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get an algebra

ḦW

ĤW

⊂
ĤWv

⊂

Qq,t[Q
v]

⊂
HW

⊂ ⊂
Qq,t[Q].

⊂

The algebra ḦW is call the double affine Hecke algebra. We can
replace Qv and Q by P and Pv. We have

HiY
β − YsiβHi = (t1/2 − t−1/2)

Ysiβ − Yβ

Y−αv
i − 1

,

HiX
λ − XsiλHi = (t1/2 − t−1/2)

Xsiλ − Xλ

Xαv
i − 1

.

When i ∈ I, this is the Bernstein presentation. The case for i = 0
is highly non-trivial, it is equivalent to duality theorem, see [22,
§3.5–3.7] and [8, §4.13]. In other word, we could change point of
view

Xλ : functions

Tw : operators

Yβ : operators

duality←→
Xλ : operators

Tw : operators

Yβ : functions

5.17. Intertwine operators. We denote the intertwine operator
for i ∈ I by

τi = Ti +
t− 1

Y−αv
i − 1

.

This is a well-define operator since

eigenvalues of Y−αv
i = {q⟨λ,αv

i⟩t⟨ρλ,α
v
i⟩ : λ ∈ Λ} ̸∋ 1.
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From the point of view of the above duality,

τi =
tY−αv

i − 1

Y−αv
i − 1

· sYi viewed as an operator on Y.

So we have

τiY
λ = Ysiλτi (intertwine)

τiτj · · ·︸ ︷︷ ︸
mij

= τjτi · · ·︸ ︷︷ ︸
mij

(i ̸= j) (braid relations)

5.18. Theorem. If siλ > λ for some i ∈ I, i.e. ⟨λ, αv
i ⟩ > 0, then

Esiλ = τiEλ =

(
Ti +

t− 1

q⟨λ,αv
i⟩t⟨ρλ,α

v
i⟩ − 1

)
Eλ.

Actually, there is a version for i = 0. See [22, Coro 6.15]. One
can take this as the definition of Macdonald polynomials, see
[31, §3].

Sketch. Under the assumption, we have

eigenvalue of Yβ at Eλ = eigenvalue of Ysiβ at Esiλ.

So intertwine operator τi must move Eλ to a scalar of Esiλ. More-
over, the behavior of the operator Ti tells the scalar is 1. □

5.19. Example. Recall that E(1,0) = x1. We have T1(x1) = x2. So

E(0,1) =

(
T1 +

t− 1

qt− 1

)
E(1,0) = x1 +

t− 1

qt− 1
x2.

In type A, with the automorphism, it is enough to determine all
Eλ, see [11].
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6. MACDONALD POLYNOMIALS (II)

— SYMMETRIC MACDONALD POLYNOMIALS. Note that Yβ

does not preserve the symmetric polynomials Qq,t[P]
W . But Qq,t[Q

v]W

does.

6.1. Lemma. The action

Qq,t[Q
v] ↷ Qq,t[P].

restricts to

Qq,t[Q
v]W ↷ Qq,t[P]

W.

Sketch. Recall the operator Cw0
=
∑

w∈W Tw. The lemma fol-
lows from the following two facts

Qq,t[P]
W = image of Cw0

,

Qq,t[Q
v]W commutes with Cw0

. □

6.2. Macdonald polynomials. The symmetric Macdonald poly-
nomial Pλ ∈ Qq,t[Λ]W for any dominant weight λ ∈ Λ is the
unique polynomial such that

f(Y)(Pλ) = f(q−λt−ρ)Pλ, Pλ = mλ + (other terms)

where f(Y) ∈ Qq,t[Q
v]W and f(q−λt-ρ) = f(Y)|Yβ 7→q−⟨λ,β⟩t−⟨ρ,β⟩ .

6.3. Lemma. For a dominant λ, we have

Pλ ∈ span(Eµ : µ ∈ Wλ).

Moreover, up to a scalar, Pλ is the unique symmetric polynomial
in the right-hand side.
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Sketch. The right-hand side is exactly{
g ∈ Qq,t[P] : f ∈ Qq,t[Q

v]W ⇒ f(Y)g = f(q−λt−ρ)g
}
.

Note that since f is W-invariant,

f(q−λt−ρ) = f(q−wλt−ρwλ)

for any w ∈ W. The uniqueness follows from uniqueness in the
definition. □

6.4. Example. With this lemma, it is relatively easier to do com-
putation. In SL2, we have

E(1,0) = x1 E(0,1) =

(
−t+ 1

−qt+ 1

)
x1 + x2.

Then obviously
P(1,0) = x1 + x2.

Let us give another example.

E(2,0) = x21 +

(
−qt+ q

−qt+ 1

)
x1x2

E(0,2) =

(
−t+ 1

−q2t+ 1

)
x21 +

(
−qt+ q− t+ 1

−q2t+ 1

)
x1x2 + x22.

As a result,

P(2,0) =

(
1−

(
−t+ 1

−q2t+ 1

))
E(2,0) + E(0,2)

= x21 +

(
−qt+ q− t+ 1

−qt+ 1

)
x1x2 + x22.

6.5. Remark. From two Lemmas above, it is not hard to show

Pλ =
1

Wλ(t)
Symm(Eλ)
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when λ dominant. The reader might ask the relation between Pλ

and Hall–Littlewood polynomial. Actually, for dominant λ, we
have

Eλ|q=0 = eλ,

Pλ|q=0 = Hall–Littlewood polynomial.

Our definition behavior very bad under the specialization q = 0.
This specialization will make many eigenvalues to be the same,
so the polynomials are no longer distinguished by Qq,t[Q

v]. While
the characterization via the Cherednik inner product behavior
better under specializations, see [8, Thm 6.6].

6.6. Remark. The algebra generated by

f(Y) f ∈ Qq,t[Q
v]W

g(X) g ∈ Qq,t[Q]W

is called the spherical double affine Hecke algebra. We can re-
place Qv and Q by P and Pv. Since Qq,t[Q]W is the image of Cw0

,
the algebra is isomorphic to Cw0

ḦWCw0
.

— TYPE A. In type A a new feature is

Y1 + · · ·+ Yn

already has distinct eigenvalues.

6.7. Explicit. We have

f(Y)Pµ = (∗)Pµ

where

(∗) = f
(
q−µ1t−

n+1
2

+1, q−µ2t−
n+1
2

+2, · · · , q−µnt−
n+1
2

+n.
)
.
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6.8. Macdonald operators. In type A, the action of

ek(Y) =
∑

1≤i1<···<ik≤n

Yi1 · · · Yik

can be computed explicitly as a difference operator

f(x1, . . . , xn) 7→ ∑
I∈([n]

k )

∏
i∈I
j /∈I

t1/2xi − t−1/2xj

xi − xj

 f|xi 7→q−1xi ∀i∈I.

6.9. Example. Let us illustrate the computation for k = 1 and
n = 2. We use the following identity

(Y1 + Y2)Cw0
= Cw0

Y2Cw0
= t−1/2 Cw0

πCw0
.

So for a symmetric polynomial f,

(Y1 + Y2)f = t−1/2Cw0
πf = t−1/2 Symm(f(x2, q

−1x1))

= t−1/2

(
1− tx2/x1

1− x2/x1
f(x2, q

−1x1) +
1− tx1/x2

1− x1/x2
f(x1, q

−1x2)

)
=

t−1/2x1 − t1/2x2

x1 − x2
f(q−1x1, x2) +

t−1/2x2 − t1/2x1

x2 − x1
f(x1, q

−1x2).

For example, when f = E(1,0) = x1 + x2,

(Y1 + Y2)(x1 + x2) =
t−1/2x1 − t1/2x2

x1 − x2
(q−1x1 + x2) +

t−1/2x2 − t1/2x1

x2 − x1
(x1 + q−1x2)

= (t−1/2q−1 + t1/2)(x1 + x2).

6.10. Limit. It is not easy to show Pλ is stable from the defini-
tion. The trick is, we should stabilizer the operator

Y1 + · · ·+ Yn.

Its eigenvalue at Pµ is

t−
n−1
2

(
q−µ1t0 + · · ·+ q−µntn−1

)
.
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Then we modify the operator

1

q−1 − 1

(
t

n−1
2 Y1 + · · ·+ Yn − (t1 + · · ·+ tn)

)
.

Its eigenvalue at Pµ is

q−µ1 − 1

q−1 − 1
t0 + · · ·+ q−µn − 1

q−1 − 1
tn−1 =

∑
(i,j)∈µ

qj−1ti−1.

For example

∑1 q q2 q3

t qt
t2

 .

It is not hard to show the modified operator is stable, see [24]. In
particular, Pλ is a symmetric function.

6.11. Remark. The algebra generated by the limit ot the oper-
ator, and all symmetric functions are call elliptic Hall algebra.
The name comes from the Hall algebra of coherent sheaves over
elliptic curves over finite field. It is a coincidence (maybe not a
coincidence) that they are the same algebra, see [35].

6.12. Example. Here is the SageMath code for computing Pλ in
type A.

K = LaurentPolynomialRing(QQ,["q","t"]).fraction_field();

q,t= K.gens();

Sym = SymmetricFunctions(K)

P = Sym.macdonald().P()

P([3,1,0]).expand(3)

See the documentation.

https://doc.sagemath.org/html/en/reference/combinat/sage/combinat/sf/macdonald.html
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6.13. Remark. An important characterization of Pλ is via the
q, t-deformed Hall inner product, see [24, Chapter VI]. Note
that it is different from the Cherednik inner product, see [26,
§1.12.(e)].

6.14. Integral forms. There are different functions named by
Macdonald polynomials. One define

Jλ = Pλ ·
∏
□∈λ

(1− qa(□)tl(□)+1)

where a and l are arm and length statistics.

l
l

a a a a a

a( ) = 5
l( ) = 2

1− q5t3.

For example,

λ = ,
∏ 1− t

1− qt2 1− t
1− q3t3 1− q2t2 1− qt 1− t


The function J is called an integral form since the coefficients are
polynomial in q, t.

6.15. Transformed. We define

Hλ = Jλ

[
Z

1− t

]
= Jλ

 x1 tx1 t2x1 · · ·
x2 tx2 t2x2 · · ·
· · · · · · · · · · · ·

 .

Note that

pk

[
Z

1− t

]
= pk + tkpk + t2kpk + · · · = 1

1− tk
pk.

In particular, f 7→ f[Z/(1 − t)] is invertible, its inverse is de-
noted by f[Z(1 − t)]. More general, these are all special case of
plethysm.
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6.16. Modified. We denote modified Macdonald polynomial
by

H̃λ = tn(λ)Hλ|t 7→t−1 .

6.17. Example. Here are some examples. For λ = (1, 1),

P(1,1) = m(1,1),

J(1,1) = (t− 1)(t2 − 1)m(1,1) = (t− 1)(t2 − 1)
p21−p2

2

H(1,1) =
t+1
2
p2
1 +

t−1
2
p2 = (t+ 1)m(1,1) + tm(2)

H̃(1,1) = (t+ 1)m(1,1) +m(2) = ts(1,1) + s(2).

For λ = (2, 0),

P(2,0) = m(1,1) +
(q+ 1)(t− 1)

qt− 1
m(2),

J(2,0) = (t− 1)(qt− 1)m(1,1) + (q+ 1)(t− 1)2m(2)

= (q+1)(t−1)2

2
p2
1 +

(t2−1)(q−1)
2

p2,

H(2,0) =
q+1
2
p2
1 −

q−1
2
p2 = (q+ 1)m(1,1) +m(2)

H̃(2,0) = (q+ 1)m(1,1) +m(2) = qs(1,1) + s(2).

6.18. Example. The polynomials are all available in SageMath

K = LaurentPolynomialRing(QQ,["q","t"]).fraction_field();

q,t= K.gens();

Sym = SymmetricFunctions(K)

J = Sym.macdonald().J()

P = Sym.macdonald().P()

H = Sym.macdonald().H()

Ht = Sym.macdonald().Ht()

p = Sym.power(); m = Sym.monomial() ; s = Sym.Schur()

s(H([3,1]))
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6.19. Remark. There are many reasons why we prefer H̃λ. One
reason is the q, t-symmetry

H̃λ|q↔t = H̃λ ′ .

For example,

expand→ s(1,1,1) s(2,1) (3)

H̃(1,1,1) t3 t2 + t 1

H̃(2,1) qt q+ t 1

H̃(3) q3 q2 + q 1

This symmetry gives a new type of characterization of H̃λ. For
properties of H̃λ, see [9, §3.5].
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7. BACKGROUND AND APPLICATIONS

— AFFINE DEMAZURE CHARACTER. [33] and [14]

7.1. Affine Lie algebra. For a simple Lie algebra g, there are
many version of affine Lie algebras, summarized in the follow-
ing diagram

gKM

↠

ĝ
↠

⊂
Lg⊕ Cd

Lg = g[t±1]

⊂

with
Cartan

part

hKM = h⊕ Cc⊕ Cd
↠

ĥ = h⊕ Cc
↠

⊂
h⊕ Cd

h

⊂

We have
h∗KM = h∗ ⊕ CΛ0 ⊕ Cδ.

Such that
coroots︷ ︸︸ ︷

hKM = Cc ⊕ h ⊕ C∂↑ ↑ ↑ ↑
| | | | dual↓ ↓ ↓ ↓

h∗KM = CΛ0 ⊕ h∗ ⊕ Cδ︸ ︷︷ ︸
weights

︸ ︷︷ ︸
roots

⟨Λ0, c⟩ = m =
⟨θ, θ⟩
2

,

⟨δ, d⟩ = 1.

We can present gKM by Chevalley generators

h0 = hθv +
c

m
, e0 = fθ ⊗ t, f0 = eθ ⊗ t−1.

7.2. Example. For example, in SL3,

e1 =

0 1
0

0

 e2 =

0 0 1
0

 e3 =

0 0
t 0


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7.3. Representation theory. The representation theory of them
are different.

Loop algebra. We have an equivalence

reps of Lg =
quasi-coherent sheaves of

g-reps over SpecC[t±1]) = C×.

For each z ∈ C× and a representation V , we can construct a rep-
resentation

V(z) = V[t±1]/(t− z).

For example, the irreducible finite-dimensional representation
of Lg takes the form

V1(z1)⊗ · · · ⊗ Vn(zn),

where V1, . . . , Vn are irreducible representation of g and z1, . . . , zn
are distinct points.

Introduce d. The d acts by the differential operator z d
dz

d : zn 7→ nzn.

So

reps of Lg⊕ Cd =
D-module of g-reps

over SpecC[t±1]) = C×.

In particular, there is no finite-dimensional representation ex-
cept the trivial representation.

Introduce c. The element c is a central element to distinguish
affine coroot in Lg. For a representation V , if c acts as a constant
ℓ, we call ℓ its level. Equivalently,

level ℓ reps = resp of gKM/⟨c− ℓ⟩.
As a Kac–Moody algebra, gKM has highest weight module. There
are some terminologies [15, §3.6,§9.2]

(D) diagonalizable module: we can decompose into weight
space.



BEHIND COMBINATORICS 75

(I) integrable module: the action of Chevalley generators
ei, fi (i ∈ I ∪ {0}) are locally nilpotent.

(H) highest weight module: there exists a highest weight v ∈
V generating V .

The irreducible diagonalizable integrable highest weight mod-
ules are classified by integral dominant weights [15, Lemma 10.1].
We denote L(Λ) the module of highest weight Λ.

Affine Lie algebra. The affine Lie algebra ĝ is the subalgebra
of gKM without d. We can similarly define level, diagonaliz-
able modules, integrable modules. Note that a representation
is finite-dimensional, then its level is 0.

7.4. Example. For g = gln, there is a famous representation
called Fock space

F = Λ∞/2C⊕n[t±1] =
⊕

λ partitions

C · |λ⟩.

A good survey of the Fock space can be found in [19]. The ac-
tion of Chevalley operator can be described in terms of combi-
natorics of partitions. The submodule generated by |∅⟩ is the
level-1 representation L(Λ0). The constriuction is the follwoing.

• We label the “n-residue” of each box on the partitions.
For example,

n = 3
0 1 2 0
2 0
1

• Then we consider the graph of all partitions, with an ar-
row

λ
i→ µ, µ/λ = i .

Then
fi|λ⟩ =

∑
λ

i→µ

|µ⟩, ei|µ⟩ =
∑
λ

i→µ

|λ⟩



76 RUI XIONG

hi = #{µ : λ
i→ µ}− #{µ : µ

i→ λ}.

For example when n = 3
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0 1

2

��
2

��

0
2

1

��
1

��
0 1 2

0

��
2

��

0 1
2

2
�� 0 ��

1
��

0
2
1

1

��
0

��
0 1 2 0

1

��
2

��

0 1 2
2

0
�� ��

0 1
2 0

�� ��

0 1
2
1

��
0
��

0
2
1
01

��
2

��
0 1 2 0 1

0 1 2 0
2

0 1 2
2 0

0 1 2
2
1

0 1
2 0
1

0 1
2
1
0

0
2
1
0
2

Actually, level 1 is saying that

#{outer corner} = #{inner corner}+ 1.

7.5. Demazure module. For an integral dominant weight Λ
and Λ ′ = wΛ for w ∈ Wa, the affine Demazure module is

D(Λ ′) =
the b+KM-submodule of L(Λ)

generated by a vector of weight Λ ′.

7.6. Theorem. Assume the Lie algebra is of type ADE. For
Λ ∈ WaΛ0,

e−Λ0χ(D(Λ)) = qmEλ|t7→0,q 7→q−1

if we can write
Λ = Λ0 + λ+mδ.
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7.7. Example. Consider the case gl3. Recall

eαi = xi/xi+1 (i ∈ I), eα0 = qxn/x1.

• The trivial case, Λ = Λ0,

D(Λ0) = span(|∅⟩), χ(D(Λ0)) = eΛ0 .

This agrees with E0 = 1.
• Consider Λ = Λ0 − α0. Then D(Λ) is spanned by

|∅⟩ 0
Λ0 Λ0 − α0

So

e−Λ0χ(V(Λ)) = 1+ e−α0

E−α0
(t = 0) = E(1,0,−1)(t = 0) = x0/x2 + q

• Consider Λ = Λ0 − α0 − α1. Then D(Λ) is spanned by

|∅⟩ 0 0 1

Λ0 Λ0 − α0 Λ0 − α0 − α1

So

e−Λ0χ(D(Λ)) = 1+ e−α0 + e−α0−α1

E−α0−α1
(t = 0) = E(0,1,−1)(t = 0) = x0/x2 + x1/x2 + q

• Consider Λ = Λ0 − α0 − α1 − 2α2. Then D(Λ) is spanned
by

|∅⟩ 0 0 1
0
2

Λ0 Λ0 − α0 Λ0 − α0 − α1 Λ0 − α0 − α2

0 1 2 +
0 1
2

1 1 2
2

Λ0 − α0 − α1 − α2 = Λ0 − δ Λ0 − α0 − α1 − 2α2

Compare:

E−α0−α1−2α2
= E(0,−1,1)

= x0/x2 + x1/x2 + x0/x1 + (q+ 1) + x2/x1.
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Note: SageMath does not compute correctly the polynomial E(1,0,−1)

since it contains negative indices. We should make use of

E(1,0,−1) = E(2,1,0)/(x1x2x3)

to compute it.

7.8. Remark. There are other representation-theoretic mean-
ings of Eλ with t specialized, see [2, 20, 4, 3, 16].

— HILBERT SCHEMES. [9]

7.9. Symmetric space. Let us consider the symmetric space for
a space X

SnX = Xn/Sn.

That is, a point of SnX is an Sn-orbit of n-points over X, i.e. multi-
set of order n of points of X. We mean,

multi-set = set but multiplicity allowed.

It is convenient to denote an element

Sn-orbit of (x1, . . . , xn) = [x1] + · · ·+ [xn] ∈ Z⊕X.

7.10. Example. We have

SnC = Cn

Precisely, we can consider

e : Cn → Cn (x1, . . . , xn) 7→ (e1(x), . . . , en(x))

where ei is the i-th elementary symmetric polynomial. This in-
duces the isomorphism. We can understand this isomorphism
by

SnC roots←− { polynomials of the form
xn + (lower terms)

}
coefficients−→ Cn.

From the algebraic geometry point of view, this says

C[SnC] = C[x1, . . . , xn]Sn = C[e1, . . . , en] = C[Cn].
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7.11. Diagonal invariant. Let us consider the space

SnC2 = (C2)n/Sn.

In other word,

C[SnC2] = C[x1, · · · , xn, y1, . . . , yn]
Sn .

7.12. Example. When n = 1, obviously, SnC2 = C2.

7.13. Example. When n = 2, let us study C[x1, x2, y1, y2]
S2 . We

first rewrite

C[x1, x2, y1, y2] = R[x, y]

{
R = C[x1 + x2, y1 + y2],

x = x1 − x2, y = y1 − y2.

Then

C[x1, x2, y1, y2]
S2 = {f(x, y) ∈ R[x, y] : f(−x,−y) = f(x, y)}

= span(xayb : a+ b ∈ 2Z).

Let

a = xy, b = x2, c = y2.

Then

C[x1, x2, y1, y2]
S2 = R[a, b, c]/(bc− a2).

So

SnC2 = C2 × {(a, b, c) ∈ C3 : bc = a2}

is a product of C2 and a a singular quadrics (a cone). Moreover,
one can check the singular locus C2 × {(0, 0, 0)} corresponds to
the diagonal

{(p, p) : p ∈ C2}/S2.
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7.14. Hilbert schemes. Let us define

Hn = HilbnC2 = {I ⊴ C[x, y] : dimC C[x, y]/I = n} .

We have a Hilbert–Chow morphism

π : Hn −→ SnC2, I 7→ [C[x, y]/I].

Algebraically, over the n-dimensional vector space C[x, y]/I, the
operators of multiplying x and y are commutative, thus can be
upper triangulated simuteniously:x1 · · · ∗

. . . ...
xn

 y1 · · · ∗
. . . ...

yn


The image of I is the multi-set of {{(xi, yi)}}.

7.15. Example. When n = 1. An ideal I ∈ H1 must be a maxi-
mal ideal, so it corresponds to a point. We have H1 = C2.

7.16. Example. When n = 2. Let us describe the fiber of π.

• If π(I) = [p]+ [q] for p ̸= q ∈ C2, then the ideal I can only
be the product mpmq. So the choice of I is a single point.

• If π(I) = 2[p] for p ∈ C2, then the ideal I ⊆ m2
x. Let us

compute for x = 0 for simplicity. Then the choice of I is

{I ⊴ R : dimC R/I = 2}

where R = C[x, y]/⟨x2, xy, y2⟩ has dimension 3. So the
ideal I must be generated by a nonzero element of R an-
nihilated by x and y. That is

I = ⟨f⟩ = Cf, f ∈ span(x, y).

So the choice of I forms a projective line P1.

7.17. Theorem. The Hilbert scheme Hn is a smooth variety and
the Hilbert–Chow morphism is a resolution of singularities.
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7.18. Remark. In general, the Hilbert schemes is defined for
a specific Hilbert polynomials, our definition is for the Hilbert
polynomials of n-points. General Hilbert schemes are not smooth.
The smoothness is truly a feature of dimension 2.

7.19. Punctured Hilbert scheme. We define the punctured Hilbert
scheme Xn to be the reduced fiber product

Xn
//

ρ

��

(C2)n

��
Hn

π // SnC2

Xn =
{
(I, p1, . . . , pn) : π(I) = [p1]+· · ·+[pn]

}
.

Note that Xn admits an action of Sn by permuting the points.

7.20. Garsia–Haiman algebra. Each partition µ ⊢ n defines a
monomial ideal Iµ in C[x, y], for example

span


...

...
...

...
...

y3 xy3 x2y3 x3y3 x4y3 · · ·
□ xy2 x2y2 x3y2 x4y2 · · ·
□ □ x2y x3y x4y · · ·
□ □ □ □ x4 · · ·

 .

We define the bi-graded algebra with Sn-action

Rµ = C[ρ−1(Iµ)].

Note that here we view ρ−1(Iµ) as a scheme, not a variety.

7.21. Example. Let us consider

I(n) = ⟨xn, y⟩ ∈ Hn.

As a variety

ρ−1(I(n)) = {(I(n), 0, . . . , 0)} ∼= pt.
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But the key point is, we are considering the fiber as a scheme.
So we need to describe the local structure near the point I(n). For
e = (e1, . . . , en) and c = (c1, . . . , cn), we denote

Ie,c =

〈
xn − e1x

n−1 + · · ·+ (−1)nen
y− (c1x

n−1 + · · ·+ cn)

〉
.

Note that Ie,c’s are different if (e, c)’s are different and dimHn =
2n, this could be viewed as a local chart near I(n) of Hn. Note
that

π(Ie,c) = [(x1, y1)] + · · ·+ [(xn, yn)]

with

{{x1, . . . , xn}} = solutions of xn − e1x
n−1 + · · ·+ (−1)nen

each yi = c1x
n−1
i + · · ·+ cn.

The first equality is equivalent to

ek(x1, . . . , xn) = ek, k = 1, . . . , n.

The second coordinate yi is determined by the first coordinate
xi. As a result, the variety Xn locally isomorphic to{

(e, c, x1, . . . , xn) :
ek(x1, . . . , xn) = ek

for k = 1, . . . , n

}
.

So the coordinate ring of the fiber at (e, c) is

R(n) = C[x1, . . . , xn]
/
⟨ek(x1, . . . , xn) : k = 1, . . . , n⟩.

This is known as the coinvariant algebra.

7.22. Remark. There is a way of thinking the ideal Jµ such that

Rµ = C[x1, . . . , xn, y1, . . . , yn]/Jµ.

Let (a1, a2, . . .) and (b1, b2, . . .) be distinct numbers. Then Jµ is
the a→ 0, b→ 0 limit of the ideal for

Sn-orbit of {(ai, bj) : (i, j) ∈ µ} ⊂ (C2)n.
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Moreover, there is another way of of describing the ideal, ex-
pressed in certain determinants, called the Garsia–Haiman mod-
ules, see [10] and [9, §4.1].

7.23. Example. Let us consider

µ = , Iµ = ⟨x2, xy, y2⟩.

We need to consider the ideal for the 6 points{
(p1, p2, p3) : {p1, p2, p3} =

{
(a1, b2)
(a1, b1) (a2, b1)

}}
⊂ (C2)3.

It is the radical of the product of 6 ideals. Using computer, we
can compute

R(2,1) = span(1, x2, x3, y2, y3, x2y3).

Moreover,
x1 = −x2 − x3,
y1 = −y2 − y3

x1y2 = −x1y3 = x2y3

= −x2y1 = x3y1 = −x3y2.

So, we can describe the S3-action.

S = PolynomialRing(QQ,["x1","x2","x3","y1","y2","y3","a1","a2","

b1","b2"])

x1, x2, x3, y1, y2, y3, a1, a2, b1, b2 = S.gens()

a = [a1,a2]; b = [b1,b2]

x = [x1,x2,x3]; y = [y1,y2,y3]

ideals = []

for w in Permutations(3):

rel = []

rel += [x[w(1)-1] - a1, y[w(1)-1] - b1]

rel += [x[w(2)-1] - a1, y[w(2)-1] - b2]

rel += [x[w(3)-1] - a2, y[w(3)-1] - b1]

ideals.append(S.ideal(rel))

I = prod(ideals);

J = I.radical(); # compute the radical, slow

K = J + S.ideal(a1,a2,b1,b2); # taking limit a,b->0

print(K.normal_basis())
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Rmu = S.quotient(K);

print(Rmu(x1*y2),Rmu(x1*y3),Rmu(x2*y3),Rmu(x2*y1),Rmu(x3*y1),Rmu

(x3*y2))

7.24. Theorem. We have

Frob(Rµ) = H̃µ.

7.25. Example. Consider n = 3. We summarize our computa-
tion

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
t s s a 0

0 0 0 0 0
a 0 0 0 0
s 0 0 0 0
s 0 0 0 0
t 0 0 0 0

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
s a 0 0 0
t s 0 0 0

where
t = tri, s = std, a = alt.
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